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Hypothesis 

 

Artificial intelligence software's ability to predict radiologist intent in an oncologic diagnostic 

report relies on the co-dependent, combinatorial optimization of both the natural language 

processing and machine learning algorithms. 

 

Background 

 

The advent of structured reporting may improve the availability of standardized data elements 

in a radiology report for text mining.  However, most radiology reports remain unstructured.  

For named-entity recognition, regular-expression and search-based report analytics have been 

shown to extract specific critical diagnoses successfully (1,2). Natural language processing (NLP) 

js increasingly being used to analyze radiology reports for oncologic imaging (3,4).   For instance, 

the presence of specific malignant diagnoses such as lung cancer and colon cancer have been 

previously examined (5).   

 

While some emergent diagnoses can be reported with certainty, in many cases such as 

oncologic follow-up, the reporting language may be less clear, reflecting the inherent 

uncertainty in such radiologic evaluations.  In this study, we assess the effect of multiple NLP 

techniques and machine learning algorithms on the automatic detection of the radiologist’s 

intent in oncologic evaluations. 

 

Methods 

 

At the authors’ institution, all cancer follow-up CT and MRI examinations received an assigned 

score as part of the formal diagnostic report, termed “Code Oncology”, adapted from a 

previously published initiative for reporting focal abdominal lesions (6). The interpreting 

radiologist was required to assign a value to each of the two specified categories: (a) interval 

evolution of existing lesions and (b) interval appearance of new lesions.  The “existing lesion” 

category has eight possible values: No previously documented cancer, complete response, 

significant improvement, mild improvement, stable, mild progression, significant progression, 

mixed response, and indeterminate.  The “new lesion” category contains three possible values: 

no new lesion, possible new lesion, and definite new lesion.   The codes were designed for 

clinical use and assigned at the discretion of the interpreting board-certified radiologist. 

 

Between 4/1/2015 and 11/1/2016, a total of 9,418 cross-sectional abdomen/pelvis CT and MRI 

were performed which contain the manually created Code Oncology performed cancer follow-

up were included in the initial analysis. Reports including the “mixed response,” 

“indeterminant,” or “possible new lesion” categories were excluded from the study due to the 

wide variation in practice for these assignments. 



 

We created four labels for overall assessment.  “Progression” was defined as either interval 

development of new lesion(s) or either mild or significant progression of existing lesions.  

“Improvement” was defined as no interval development of a new lesion and either mild or 

significant improvement of existing lesions.  “Stable disease” was defined as no interval 

development of a new lesion and stable appearance of existing lesions.  “Resolution/no cancer” 

was defined as the absence of any new lesion and either “no previously documented cancer” or 

“complete response.” 

 

The structured report text was parsed and then removed from the report text prior to report 

pre-processing.  Pre-processing was performed using the Azure Machine Learning Studio, using 

a combination of the Python programming language, the Natural Language Toolkit Python 

package, and native preprocessing modules (7).  Text header detection was performed using 

regular expressions to segment the radiology report by section.  Only the impression was 

utilized, as the use of impression yielded more accurate performance compared to using both 

findings and impression based on authors’ prior experience.  If more than one impression bullet 

point existed, then the impression was included both in total as well as separated by each bullet 

point.  All report text was then converted to lower case and all punctuations removed. For each 

section, evaluation was performed after applying an English word tokenizer both with and 

without stop word removal and both with and without applying a Porter stemmer. 

 

Three forms of text feature vectorization using the bag-of-words model were compared: term 

frequency-inverse document frequency weighting (TF-IDF), term frequency weighting (TF), and 

16-bit feature hashing.  Vectorization parameters were adjusted for the overall best predictive 

performance defined by the ML model’s micro-average F-measure (8).  Parameters adjusted 

include N-gram (up to five-gram).  For TF and TF-IDF, K-skip size, minimum N-gram document 

absolute frequency, and maximum N-gram document ratio were also explored for optimal 

performance.  Filter-based feature selection was performed to select the most relevant features 

using mutual Information (9). 

 

Five machine learning algorithms were compared in the present study, including logistic 

regression (LR), random decision forest (RDF), one-vs-all support vector machine (SVM), one-vs-

all Bayes point machine (BPM), and fully-connected neural network (NN).  Input data was 

stratified by classification label and randomly assigned into training (70%) or testing (30%) 

datasets.  The Bayes point machine was implemented to train for 60 iterations with bias.  The 

training data was divided into 5 folds to perform an 8-run random sweep with cross-validated 

hyperparameter model tuning to identify the best parameter set for each of the remaining four 

machine learning algorithms.  The performance was measured using a micro-average F-measure 

and average classification accuracy using the testing dataset (8,10).   

 

Results 

 

Of the 9418 examinations performed within the study timeframe, 8614 examinations met the 

inclusion criteria. Of these, 2800 were manually categorized as “resolution/no cancer”, 2498 

categorized as “progression,” 2132 categorized as “stable disease” and 1184 categorized as 

“improvement.”  

 

 

 

 

 



The set of NLP techniques which yielded the best predictive accuracy and F-measure is referred 

hereafter as “reference NLP techniques” consisting of tokenized unigrams and bigrams with 

term frequency – inverse document frequency (TF-IDF), stop word removal, Porter stemming, 

and filter-based feature selection limited to the top 1000 features. Using the reference NLP 

techniques on the testing dataset, the Bayes point machine algorithm achieved an 89.5% 

average classification accuracy.  After hyperparameter model tuning, the best performing multi-

class logistic regression algorithm, random decision forest algorithm, fully-connected neural 

network, and support vector machine achieved an average predictive accuracy of 90.2%, 90.0%, 

88.3%, and 90.6%, respectively.  Table 1 displays the results from training and testing accuracy 

as well as F-measures. 

 

Table 1 

 

 

With other elements of the reference NLP techniques held constant, stop word removal (SWR) 

slightly improved the micro-average F-measure for all ML algorithms relative to no SWR.  Word 

stemming slightly improved the performance of BPM, NN, and SVM, but did not impact or 

minimally degraded the F-measure of LR and RDF.  TF-IDF was superior to TF alone for BPM, NN, 

and SVM but slightly decreased accuracy in RDF and had no effect in LR.  Using feature hashing 

rather than TF-IDF improved the runtime of model training but decreased micro-average F-

measure for BPM, LR, and SVM, with minimal performance effect on RDF and NN.  Table 2 

demonstrates the relative contribution of each of the NLP parameters.   

 

Table 2 

 

 

 



A combination of unigrams and bigrams outperform other lengths of contiguous word series for 

all ML algorithms except for RDF, which performed best with a combination of unigrams, 

bigrams, as well as trigrams (Figure 1).    

 

Figure 1 

 
 

Table 3 lists the top 15 most discriminating word features ranked by mutual information.  While 

LR and NN performed best with all the N-gram features, the other ML algorithms performed 

best when only the top 1000 features are used based on the filter-based selection. The effect of 

filter-based feature selection on F-measure of all 5 ML algorithms is shown in Figure 2. 

 

Figure 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 3 

 

Discussion 

 

The present study uses standardized reporting structures embedded within formal diagnostic 

reports as the ground truth for machine learning.  Our results show that the performance of 

radiology report classification is likely dependent on both the machine learning algorithm and 

on the natural language processing parameters.  The data adds to current literature by assessing 

multiple machine learning algorithms simultaneously.  Our findings agree with existing literature 

in electronic report text mining that support vector machine (SVM) performs well in 

classification tasks (5).   

 

The best predictive performance was achieved using SVM with reference NLP parameters.  The 

present study further assessed the effect of optimizing NLP parameters by assessing the impact 

of each modification on five different ML algorithms.  Stop word removal generally improves the 

F-measures of all ML algorithms except for Bayes point machine (BPM). The use of TF-IDF rather 

than TF alone had a modest to equivocal effect on F-measures.  The use of 16-bit feature 

hashing significantly improved the runtime of all five algorithms but decreased the F-measure of 

BPM, LR, and SVM while having minimal or no impact on random decision forest (RDF) and fully-

connected neural network (NN) algorithms. 

 

The relative performance of SVM decreases with more features included.  Specifically, with 

greater than 2500 text features, RDF outperforms SVM when other parameters are held 

constant.  When the full set of 4122 text features are used, both RDF and logistic regression (LR) 

performed better than SVM.  The interval decrease in performance in SVM, LR, and BPM – but 

not RDF or NN – as the size of the feature set increases is likely related to overfitting.  

Specifically, our findings agree with existing literature that RDS can be relatively resistant to 

performance penalties from overfitting (11,12). 

 



Future direction of this project includes the application of additional natural language 

processing algorithms.  For instance, convoluted neural networks (CNN) have shown remarkable 

success in image recognition and classification, and have been applied to NLP feature extraction 

in medical literature such as semantic models (13,14).   Additionally, the use of skip-gram 

models in the future may yield improved performance over TF, TF-IDF, and hashing mechanics.  

The present study is limited by the size of its annotated dataset, as models like word2vec rely on 

significantly larger training sets for accurate representation. 

 

Conclusion 

 

Although natural language processing and machine learning algorithms have the potential to 

accurately classify the radiologist’s diagnostic intent in the oncologic interpretation, the overall 

performance depends on the combinatorial optimization of both the NLP and ML algorithms. 
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