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Introduction/Background  

As AI models are deployed in diverse clinical settings, continuous monitoring and assessment of subgroup performance is 

critical. Automated techniques to compare radiologist interpretations to model performance must be developed. We used 

a large language model (LLM) to evaluate the performance of two clinically-deployed commercial AI models for pulmonary 

embolism and intracranial hemorrhage detection.  

 

Methods/Intervention  

We identified 8,966 CT pulmonary embolism exams and 14,637 non-contrast CT head exams conducted between April 

and October 2023 that were evaluated by the AI model, and extracted the corresponding radiology reports. A locally 

deployed instance of Llama3 8B was used to extract the PE and ICH labels ground truth labels from the radiology reports, 

using methods that were previously validated on 500 manually annotated reports (PE: Sn 1.0, Sp: 1.0; ICH: Sn: 0.93, Sp: 

1.0). AI model performance was compared to extracted ground truth for multiple subgroups (race, age, sex, and patient 

location). Overall performance was also compared to the submitted FDA and published performances.  

 

Results/Outcome  

For the PE model, sensitivity was 80.3% (95%CI: 77.8% – 83.0%) and specificity was 98.0% (95%CI:97.7% – 98.3%), 

compared to the published FDA clearance sensitivity of 93.0% (90.2% - 95.1%) and specificity of 93.7% (92.7% - 94.6%). 

For the ICH model, the sensitivity was 92.2% (91.2%-93.2%) and specificity was 90.3% (89.8%-90.8%), compared to FDA 

clearance sensitivity of 93.6% (86.6%-97.6%) and specificity of 92.3% (85.4%-96.6%). Both models demonstrated the 

lowest performance for outpatients as compared to emergency and inpatients, with sensitivities of 77.5% (58.8%-85.0%) 

and 87.4% (76.8%-95.5%) for PE and ICH models, respectively. Both models demonstrated equitable performance 

across race, ethnicity, age, and sex subgroups.  

 

Conclusion 

We have shown the potential use of LLMs as an automated method for post deployment monitoring and evaluation of 

clinical AI models. It is notable that the lowest-performing group for both models was outpatients, where advanced 

detection models can potentially provide the most benefit. Further work and reader studies are required to understand 

model failure modes and confounders.  

 

Statement of Impact  

This study demonstrates a potential automated solution for post deployment monitoring of clinical AI models, which is 

necessary for ensuring safe and stable model performance after deployment.  

 

 



 

Performance metrics for overall model performance and subgroup performance for a commercially deployed PE detection 

model (A) and ICH detection model (B) as compared to ground truths extracted using Llama3 

 

 

 

 

 

 



 

Summary of ICH (A) and PE (B) model performance overall and across various subgroups. 
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