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Introduction/Background  

Mechanical Thrombectomy (MT) is the established standard-of-care for the interventional treatment of Acute 

Ischemic Stroke (AIS), significantly improving patient outcomes. Precise prognostication of clinical outcomes 

following MT is crucial for informed, personalized postoperative care. However, conventional machine learning 

(ML) models require dataset specific retraining and hyperparameter tuning, limiting their suitability for real time 

clinical application. Tabular Prior Data Fitted Network (TabPFN) has emerged as a promising in-context 

learning model for tabular data, uniquely capable of accurately and instantaneously predicting outcomes 

without any additional retraining or hyperparameter tuning.  

 

Methods/Intervention  

The NeuroVascular Quality Initiative-Quality Outcomes Database (NVQI-QOD) registry is a multi-center 

initiative that documents neurointerventional procedures performed at 34 US centers between January 2014 

and December 2023. The dataset contains 10682 entries and 425 variables. The feature variables were 

grouped into three categories: Preop (data available prior to MT), Postop (data after MT), and DC (discharge 

data). TabPFN was employed to predict 90-day mRS severity grouped into binary classes (0-2 vs. 3-6) using 

classification. Performance was compared against traditional ML models, including hyperparameter-optimized 

XGBoost and CatBoost. Additionally, TabPFN’s performance was validated using publicly available clinical 

datasets.  

Results/Outcome  

TabPFN consistently outperformed traditional ML models across all evaluation stages and metrics. At the 

Preop stage, TabPFN achieves an AUROC of 0.79, improving to 0.87 at Postop and 0.90 at DC. Additionally, 

TabPFN leads in prediction, recall, and F1-score, indicating its ability to make accurate and balanced 

predictions across diverse clinical outcomes. On six publicly available clinical datasets, TabPFN also 

consistently demonstrated superior performance compared to ML models, further validating to its robustness 

and generalizability.  

 

Conclusion 

Our finding highlight TabPFN as an exceptionally powerful tool for accurate, rapid, and real-time prediction of 

clinical outcomes following MT. By harnessing synthetic data pretraining and efficient in-context learning, 

TabPFN circumvents the typical need for data-specific retraining and parameter tuning, establishing a new 

state-of-the-art in stroke prognostication.  

 

Statement of Impact  

By delivering millisecond scale predictions directly from tabular data, this framework can be integrated into 

acute stroke workflows to personalize intervention strategies, reduce decision latency, and ultimately improve 

patient outcomes.  

 



 

 

Fig. 1. Workflow of TabPFN. The diagram illustrates the process where the NVQI-QOD dataset is input to the TabPFN mode. 

The model, pretrained on synthetic data, utilizes in-context learning to generate output predictions directly from the input data. 

 

 

Fig. 2. Calibration plots for outcome prediction at different stages. The calibration curves display the relationship between the 

mean predicted probability and the fraction of positives for each model – TabPFN, Random Forest, XGBoost, CatBoost, and 

Logistic Regression – at the Preop, Postop, and DC stages. The dashed line represents the ideal calibration, where predicted 

probabilities perfectly match the true outcomes.  

 

 



 

Table 1. Model performance comparison across different stages clinical care. The table shows the performance of several 

machine learning models – TabPFN, Random Forest, XGBoost, CatBoost, Logistic Regression, K-Nearest Neighbors (KNN), 

Support Vector Classifier (SVC), Naïve Bayes, and Decision Tree for mRS classification across Preoperative (Preop), 

Postoperative (Postop), and Discharge (DC) feature sets. The performance metrics evaluated include ROC AUC, precision, 

recall, F1-score, negative log-likelihood (NLL), and accuracy. Best values are highlighted in bold. 

 

Keywords 

In-Context Learning; TabPFN; Stroke Prognosis; mechanical thrombectomy; Tabular Clinical Data; Bayesian 

Inference 

 

 


