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Introduction/Background  

Cardiac magnetic resonance (CMR) image quality is essential for accurate cardiovascular diagnosis, yet 

suboptimal scans are common and can compromise clinical decision-making. Large language models (LLMs) 

offer a scalable approach for extracting structured clinical information from free-text notes to expedite data 

collection. This study aimed to develop a model that uses LLM-extracted clinical features to predict poor CMR 

image quality prior to imaging.  

 

Methods/Intervention  

1,020 adult CMR exams performed at UCSF from 2014 to 2024 were analyzed. A HIPAA-compliant LLM was 

used to classify image quality from radiology reports into four categories: Fair, Suboptimal, Severely Limited, 

and Non-diagnostic. Categories were binarized into Poor (Severely Limited/Non-diagnostic) and Good 

(Fair/Suboptimal) and verified by a radiologist. Up to ten pre-imaging clinical notes per patient were also 

processed by the LLM to extract clinical features, grouped into radiologist-defined clinical conditions, and 

verified by the radiologist. A logistic regression model with L1 regularization was trained on 42 variables using 

demographics, clinical history, and scan parameters, and evaluated via internal testing.  

 

Results/Outcome  

Among 1,020 reports from unique patients (mean age 52.7 ± 18.8, male = 618/1022), there was significant 

agreement between the radiologist and the LLM (κ = 0.99). Statistically significant predictors of poor image 
quality included 3T scanner use (adjusted odds-ratio (OR, 95% CI) = 2.87 [2.00, 4.12], p< 0.001), outpatient 
status (0.36 [0.25, 0.52], p< 0.001), non-smoker status (OR 0.68 [0.49, 0.92], p=0.01), and histories of valve 
disease (OR 0.51 [0.36, 0.73], p=0.0002), noncompliance (OR=1.89 [1.26, 2.85], p=0.00), infection (OR 1.53 

[1.11, 2.10], p=0.008), pulmonary embolism (OR 2.53 [1.193, 5.37], p=0.015), and claustrophobia (OR= 2.52 
[1.18, 5.35], p=0.01). The final model achieved an AUC of 0.74 (training), 0.72 (validation), and 0.65 (test).  
 

Conclusion 

LLM-extracted pre-scan clinical features enable prediction of poor CMR image quality before imaging. This 

approach can guide proactive interventions to improve diagnostic yield.  

 

Statement of Impact  

This study demonstrates the feasibility of using LLMs for automated, pre-scan risk stratification, enabling 

proactive interventions to improve image quality and diagnostic yield in CMR.  
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