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Introduction/Background  

Existing medical VLMs have been trained using whole radiology reports, which are semantically dense and 

often ambiguous to learn from. Several recent studies indicated that fine-grained VLMs, trained by region-

specific image-text pairs, can provide improved representation granularity. However, few fine-grained VLMs 

have been investigated for abdominal radiology. In this study, we aimed to transform free-text abdominal CT 

reports into organ-wise structured reports using a locally-run, privacy-preserving LLM that allow the creation of 

localized organ-wise image-text pairs for training fine-grained abdominal VLMs.  

 

Methods/Intervention  

225 free-text reports were randomly selected from the publicly available Merlin abdominal CT dataset. We 

designed the prompts to guide the LLM model (Llama 3.3) to generate structured organ-wise descriptions for 

10 abdominal organs from free-text reports, including spleen, right kidney, left kidney, gallbladder, liver, 

stomach, pancreas, right adrenal gland, left adrenal gland, and gastrointestinal tract (Fig. 1). It results in a total 

of 2250 cases for assessment. The structured reports were graded by a PGY-5 radiology resident (grader 1) 

and a PGY-3 radiology resident (grader 2). Each grader provided a binary evaluation for each organ, 

indicating whether the extraction for that organ was successful or not. The accuracy score, defined as the 

proportion of correct extractions out of the total number of extractions, is used to evaluate the quality of 

structured reports. Inter-rater reliability was quantified using Cohen's Kappa coefficient.  

 

Results/Outcome  

The LLM achieved a mean accuracy of 0.956 when using grader 1’s ratings as a reference standard, and a 

mean accuracy of 0.951 when using grader 2’s ratings as a reference standard. Organ-wise accuracy is 

detailed in Fig. 2 (a). The Cohen’s Kappa coefficient was 0.614, at the lower bound of substantial agreement. 

Given that the Cohen’s Kappa coefficient may be affected by an unbalanced distribution of correct and 

incorrect extractions, we additionally present the confusion matrix in Fig. 2(b) to provide detailed breakdown of 

agreement and disagreement patterns among the graders.  

 

Conclusion 

The study demonstrated that the LLM can accurately structure free-text abdominal CT reports.  

 

Statement of Impact  

Transforming free-text reports into structured ones allows to the creation of organ-wise image-text pairs for 

training fine-grained VLMs with improved supervision granularities.  

 

 

 



 

Figure 1. The overall framework to convert free-text reports to structured ones.  
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